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Abstract 

The results of molecular genetics have frequently been difficult to explain by conventional evolutionary 
theory. New findings about the genetic conservation of protein structure and function across very broad 
taxonomic boundaries, the mosaic structure of genomes and genetic loci, and the molecular mechanisms of 
genetic change all point to a view of evolution as involving the rearrangement of basic genetic motifs. A more 
detailed examination of how living cells restructure their genomes reveals a wide variety of sophisticated 
biochemical systems responsive to elaborate regulatory networks. In some cases, we know that cells are able 
to accomplish extensive genome reorganization within one or a few cell generations. The emergence of 
bacterial antibiotic resistance is a contemporary example of evolutionary change; molecular analysis of this 
phenomenon has shown that it occurs by the addition and rearrangement of resistance determinants and 
genetic mobility systems rather than by gradual modification of pre-existing cellular genomes. In addition, 
bacteria and other organisms have intricate repair systems to prevent genetic change by sporadic physico- 
chemical damage or errors of the replication machinery. In their ensemble, these results show that living cells 
have (and use) the biochemical apparatus to evolve by a genetic engineering process. Future research will 
reveal how well the regulatory systems integrate genomic change into basic life processes during evolution. 

Introduction: Three lessons from molecular 
genetics 

Recombinant DNA technology and DNA sequenc- 
ing have made it possible to test theories about how 
genomes change in evolution. The results have of- 
ten been surprising and have raised serious chal- 
lenges to conventional evolutionary thinking. 
While it is always possible to adapt existing theo- 
ries to unexpected observations, it is also useful to 
ask whether those observations indicate a different 
way of approaching the evolutionary process. The 
objective of this paper is to discuss certain kinds of 
molecular genetic data which, in the author's opin- 
ion, raise serious questions about the prevailing 
evolutionary wisdom based on notions of piece- 
meal, stochastic genetic change due to replication 
errors and physico-chemical instabilities. Conse- 
quently, the presentation will emphasize the theo- 
retical implications of the results and will be parti- 
san in favor of the need for new perspectives. It is 

based on my experience of over two decades in 
bacterial genetics, where the tools of the trade in- 
clude phages, plasmids and transposons. Working 
with these agents for rearranging and transferring 
DNA molecules leads one to see the genome as a 
dynamic information storage system that is always 
subject to rapid modification. 

There are three broad areas in which molecular 
observations have consistently suggested the need 
to alter long-held assumptions about the ways that 
genomes change during evolution. 

Genetic conservation across taxonomic boundaries 

There is a surprisingly high degree of conservation 
of protein structure and function among very differ- 
ent organisms. The excitement created when Lee 
and Nurse (1987) demonstrated that a human 
cDNA clone would complement a yeast cell-cycle 
mutation is a good illustration of how unexpected 
some of these observations have been. It may be 
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argued with hindsight that conservation is to be 
expected in molecules controlling basic cellular 
housekeeping functions, but the same result has 
been obtained with the transcriptional regulatory 
molecules controlling developmental gene expres- 
sion in plants, insects and vertebrates (Akam, 1989; 
Goff et al., 1990). In some cases, the developmen- 
tal regulatory protein from one taxon even func- 
tions properly in the heterologous host (McGinnis 
et al., 1990). Thus, even for processes like morpho- 
genesis which are most subject to change during 
evolution, conservation is the rule. In some cases, 
conservation extends from bacteria through plants 
and animals (e.g. Inouye et al., 1983; Baker & 
Saier, 1990). Taken together with the fundamental 
equivalence of physiological processes in all living 
organisms, these observations suggest that evolu- 
tionary novelty often does not reside in the inven- 
tion of new biochemical processes by the continual 
modification and selection of individual proteins. 
Instead, evolution appears to proceed by the utiliza- 
tion of basic biochemical routines in different com- 
binations in different organisms. With few excep- 
tions, the structural proteins of all mammals, for 
example, are probably interchangeable; what 
makes a mouse different from an elephant is when 
and how those molecules are synthesized and as- 
sembled during development. 

The mosaic structure of  genomes 

Comparisons of DNA structures within and be- 
tween different species have revealed an underlying 
mosaic structure to all genomes. The data can be 
considered under several different categories. 

Protein coding regions. Proteins and their cod- 
ing regions are composed of domains, and these 
domains can each be used many times in various 
combinations with other domains. In eukaryotes, 
the domains frequently correspond to exons (Blake, 
1985), but even in yeast and bacterial protein cod- 
ing sequences without introns, domain mosaics are 
commonly observed. The two-component tran- 
scriptional regulatory systems in bacteria are an 
excellent example. These systems consist of envi- 
ronmental or metabolic sensors with protein kinase 
activities paired with transcriptional regulators 
whose functions are determined by whether or not 
they are phosphorylated. Both the sensors and regu- 
lators fall into families which share conserved do- 

mains (protein kinase, phosphorylation substrate 
and DNA binding regions) but differ in other do- 
mains according to the specific regulatory task to 
be accomplished (Stock et aL, 1990). 

Transcriptional regulatory regions. Molecular 
analysis of transcriptional regulation has uncovered 
a fundamental mosaic pattern to the organization of 
5' control regions. In both prokaryotes and eukar- 
yotes, these regions are composed of distinct motifs 
(frequently called consensus sequences or 'boxes') 
for the binding and action of different transcription 
factors and RNA polymerases. A particular motif is 
generally shared among many transcription units, 
such as a promoter for a particular polymerase or a 
binding site for a particular transcription factor. 
These shared motifs are important in building coor- 
dinated regulatory systems of multiple unlinked ge- 
netic loci that respond to common transcription 
proteins, such as the E. coli heat-shock regulon 
transcribed by RNA polymerase with the 0 .32 sub- 
unit or the SOS regulon repressed by the LexA 
protein (Hoopes & McClure, 1987). 

The way that different motifs are combined af- 
fects the nature of the regulatory process. This was 
first discovered in analyzing the action of the kcl 
repressor: (i) cooperative binding depends upon the 
spacing of adjacent operator sequence repeats, and 
(ii) the relative positions of operator and promoter 
motifs are critical to whether the repressor blocks 
or stimulates transcription (Ptashne, 1986). There 
also appears to be a hierarchical aspect to the mo- 
saic structures of transcriptional regulatory regions. 
A particular motif may itself have subdomains. En- 
hancers frequently contain short sequence repeats 
(Miiller et al., 1988), and prokaryotic promoters 
have two distinct polymerase interaction sites, such 
as the - 10 (Pribnow box) and -35 domains recog- 
nized by the canonical o-7°-containing polymerase 
used during rapid exponential growth (Hoopes & 
McClure, 1987). These various sequence motifs 
constitute codons for an additional type of genetic 
code that is used to control when and where tran- 
scription occurs (e.g. Rosenfeld et al., 1989). 

Repetitive sequence elements. Binding sites in 
regulatory regions are only one class of repetitive 
DNA sequence element present in genomes. Other 
aspects of genetic function (e.g. replication, proof- 
reading, recombination, chromosome mechanics) 
are also controlled by particular genetic codes, and 
the motifs which constitute the appropriate codons 



are inscribed in DNA molecules (Trifonov & Bren- 
del, 1986). Examples of codons which have mean- 
ing for genetic functions other than protein synthe- 
sis include: Dam methylation sites for proofreading 
and chi sequences for homologous recombination 
in E. coli (Modrich, 1987; Marinus, 1989; Stahl, 
1979), the 11 b.p. species identifiers which distin- 
guish Haemophilus influenzae DNA for transfor- 
mation (Smith et al., 1981), and centromere and 
telomere repeats in eukaryotes (Blackburn & 
Szostak, 1984; Zakian, 1989; Blackburn, 1991). In 
addition, all genomes contain a wide array of repeat 
elements whose functional significance remains 
unclear. Some of these are found clustered in tan- 
dem arrays, such as the alphoid DNA that consti- 
tutes a high percentage of primate genomes 
(Donehower & Gillespie, 1979), while other repeat 
elements are dispersed, such as the Alu retroposons 
which are virtually ubiquitous in primate euchro- 
matin (Rogers, 1985; Weiner et al., 1986; Deinin- 
ger, 1989). 

It is significant, as Dover and others have pointed 
out, that these repetitive sequences show a high 
degree of taxonomic specificity (Dover, 1982). For 
example, a very good primate taxonomy can be 
constructed on the basis of restriction site polymor- 
phisms in alphoid DNA (Donehower & Gillespie, 
1979), and various groups of mammals are identifi- 
able by their characteristic dispersed retroposons 
(Rogers, 1985; Weiner et al., 1986). Indeed, the 
abundance and distribution of repetitive elements 
are often among the best available genomic charac- 
ters for species identification. This is true both of 
prokaryotes and eukaryotes. It has long been noted 
that E. coli and Salmonella typhimurium share ex- 
tremely similar chromosome maps (Riley & 
Krawiec, 1987), but they differ widely in their IS 
elements: E. coli has many dispersed all over the 
genome (Galas & Chandler, 1989), whereas S. ty- 
phimurium only has a few copies of IS200, an ele- 
ment that is very rarely recovered in new genomic 
positions (Casedestis & Roth, 1989). Similarly, 
Drosophila melanogaster and Drosophila simulans 
have virtually identical genetic maps, chromosome 
structures and banding patterns, but the content and 
distribution of repetitive DNA elements is very dif- 
ferent between the two species (Dowsett, 1983). If 
we think about genomes as complex information 
storage and retrieval systems (Shapiro, 1991), then 
it may be helpful to consider the possibility that 
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taxonomically-specific repetitive DNA sequences 
help define the 'system architecture' of each spe- 
cies, perhaps serving a role in hierarchical organi- 
zation of different genomic regions. 

The mosaic pattern of organization is thus seen at 
multiple levels: within isolated genetic units (cod- 
ing sequences, regulatory regions), marking spe- 
cific locations on larger genetic structures (plas- 
mids, chromosomes) and dispersed throughout the 
genome (transposable elements, species identifier 
sequences, recombination sites). A particularly 
well-documented case at the whole genome level 
concerns the lambdoid bacteriophages of E. coli. 
These phages all share a common organization of 
clustered functional regions. However, there are 
multiple different sequences which can provide 
each functional module. Interestingly, any one 
phage is a pastiche of modules from different 
sources because its DNA shows patchwork homol- 
ogy with several other members of the group 
(Highton et al., 1990). 

The biochemical mechanisms of genetic change 

As pointed out by Gilbert and others, the mosaic 
nature of regions encoding protein structure indi- 
cates that rearrangement of DNA sequence ele- 
ments to construct new genetic units is a fundamen- 
tal evolutionary process (Gilbert, 1978). The ques- 
tion thus arises as to how such rearrangements can 
occur. Mechanistically, that question has been an- 
swered by the discovery of mobile genetic elements 
and of multiple biochemical systems for restructur- 
ing DNA molecules. In the 50s and 60s, McClin- 
tock (1950, 1951, 1956, 1965, 1967) pointed out 
the role that rearrangements play in creating new 
patterns of genetic functioning, and the idea of 
modular construction of genomes was suggested in 
the 70s based on early molecular observations of 
genome reorganization by mobile genetic elements 
(Shapiro et al., 1977; Shapiro, 1977). 

In other words, it can be argued that much of 
genome change in evolution results from a genetic 
engineering process utilizing the biochemical sys- 
tems for mobilizing and reorganizing DNA struc- 
tures present in living cells. This paper will explore 
that proposition further by reviewing what those 
biochemical systems are and discussing examples 
of how they are used to solve adaptive problems. 
Only enough information on each system to illus- 
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trate the theoretical point being made will be given 
here; the reviews listed in the bibliography provide 
a more thorough description. 

Two important concerns that will be addressed 
are (a) control over the genetic engineering process 
- i.e. how responsive are systems acting on DNA 
to signals from outside the cell in which changes 
occur - and (b) coordination of multiple changes 
throughout the genome. One major tenet of conven- 
tional evolutionary theory is that genetic changes 
arise sporadically withouth reference to the needs 
of the organism. As we shall see, the molecular 
genetic data suggest a different point of view. Ex- 
amples are accumulating of systems where DNA 
rearrangements occur in a predictable, biologically 
significant manner. Moreover, there are several 
systems where coordinated genome-wide rear- 
rangements are integrated into developmental cy- 
cles. Thus, one of the fundamental genetic facts 
underlying any modern evolutionary theory will 
have to be cellular capacity for specific and wide- 
spread genomic change. At the end of the paper, a 
contemporary example of genetic engineering at 
work in evolution will be discussed: the emergence 
of transmissible resistance determinants as the bac- 
terial response to antibiotic chemotherapy. An ap- 
pendix will discuss the role of accidental DNA 
change resulting from replication errors and phys- 
ico-chemical damage in the context of what we 
have learned about repair and proofreading systems 
which anticipate these accidents. 

Assembling genome components into larger 
structures: the tools for cutting and splicing 
DNA 

The kind of genetic engineering that is practiced in 
research laboratories and biotechnology companies 
depends upon reagents developed by several dec- 
ades of research on DNA biochemistry. Virtually 
all the methods used by molecular geneticists em- 
ploy enzymes and systems extracted from living 
cells: nucleases, ligases, polymerases, vectors, 
packaging extracts, etc. (see the catalogues of bio- 
tech firms). The one apparent exception is synthetic 
oligonucleotide technology based on organic chem- 
istry methods, but even this process has its enzy- 
matic parallel in terminal transferase activity (see 
the discussion of immune system rearrangements 

below). It is useful to bear in mind that none of the 
biochemical activities which work on DNA were 
known when the prevailing evolutionary theories 
were formulated (i.e. before the structure of DNA 
was elucidated). Some of them may have been an- 
ticipated without challenging prior notions, such as 
DNA polymerase and homologous recombination 
systems. Others, however, were truly tmimagina- 
ble, and the surprise which has frequently greeted 
the discovery of specific activities (e.g. reverse 
transcriptase) testifies to their theoretical as well as 
practical significance. 

Because the basic enzymes of human genetic 
engineering come from living cells, we may as- 
sume that what is possible in the eppendorf tube is 
also possible in the organism, and molecular ge- 
netic studies have documented numerous instances 
of biologically significant DNA rearrangements 
(Shapiro, 1983; Berg & Howe, 1989). One general- 
ization which can be based on the study of genetic 
variation is that there exist a wide array of elaborate 
biochemical systems for replicating, correcting, re- 
pairing, packaging, rearranging and transporting 
DNA molecules. In other words, living cells have 
many mechanisms at their disposal for processing 
DNA according to their needs. Just as we have 
come to know about the wide range of specificities 
associated with the nucleases used for in vitro gen- 
etic engineering, the in vivo systems are highly 
differentiated in how they execute their tasks. Some 
of these are very specific and normally restricted in 
their action to certain signals; these systems carry 
out predictable events in the cell cycle or life his- 
tory of each organism, such as the use of site- 
specific inversion systems to regulate gene expres- 
sion in bacteria and 2ix plasmid replication in yeast 
(Sadowski, 1986; Glasgow et al., 1989). Other 
DNA processing systems act with fewer sequence 
restrictions, and there are many cases where the 
specificity of a DNA processing system can be 
related to its utility. DNA uptake in Neisseria is 
highly sequence-specific, thereby restricting nor- 
mal transformation to DNA from other Neisseria 
cells; this makes sense because inti'aspecies trans- 
formation is utilized in Neisseria populations for 
variation of pilus structure and surface proteins 
(Goodman & Scocca, 1988; Seifert et al., 1989; 
Gibbs et al., 1989; Scocca, 1990). V-J and V-D-J 
joining in the mammalian immune system occurs 
near certain recombination signals but is flexible in 



the exact positions of strand breaks; this flexibility 
permits a high degree of protein sequence variation 
in antigen-binding regions of the immunoglobulin 
molecules (Blackwell & Alt, 1989). The insertion 
of many transposable elements in bacteria displays 
a low degree of sequence specificity; thus, IS ele- 
ments can be utilized for mutagenesis in rare and 
exceptional circumstances, such as insertions to 
create new promoters allowing E. coli cells to tran- 
scribe otherwise inactive coding sequences (Iida et 
al., 1983; Galas & Chandler, 1989). 

Process control: response of DNA rearrange- 
ment systems to regulatory inputs 

Looking at DNA changes as a biochemical process 
makes it possible to investigate and understand 
how genetic variation can be regulated. In addition 
to identifying systems for reorganizing DNA mole- 
cules and their biochemical mechanisms, studies of 
the mutational process have revealed a wealth of 
control phenomena that operate at many levels. The 
evidence for these regulatory systems has been ob- 
tained at the molecular level, by genetic studies, 
and by observing the developmental specificity of 
DNA changes. 

Molecular studies of specific systems 

The detailed analysis of individual mobile genetic 
elements (temperate bacteriophages, transposons, 
retrotransposons) and of the SOS repair/mutator 
system have demonstrated control mechanisms that 
operate at all stages of gene expression and directly 
on the functions of proteins already synthesized. In 
E. coli, transcription of phages h and Mu, of Tn3 
and related transposons, and of the SOS regulon is 
controlled in each case by a well-characterized re- 
pressor molecule (Shapiro, 1983; Berg & Howe, 
1989; Walker, 1987). Transcription of the Ty fam- 
ily of retrotransposons in Saccharomyces cerevis- 
iae is controlled by the MAT locus transcription 
factors (Errede et aL, 1981; Boeke & Corces, 
1989). Germ line-specific expression of P factor 
transposase is determined by germ line-specific 
splicing of the last intron from transposase message 
(Engel, 1989). Expression of the Tnl0 transposase 
molecule is regulated both at the transcriptional 
level by promoter methylation and at the transla- 
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tional level by anti-sense RNA (Kleckner, 1989). 
The activities of Tn5 and Tnl0 termini as trans- 
posase substrates can be modulated by methylation 
(Berg, 1989; Kleckner, 1989), and methylation also 
controls the activity states of several transposable 
elements in maize (Chandler & Walbott, 1986). 
The activities of Tn5 and Mu transposases are sub- 
ject to direct inhibition by interactions with other 
proteins (Adzumi & Mizuuchi, 1988; Berg, 1989). 
The UmuCD mutator activity of the SOS system 
requires proteolytic activation by the RecA func- 
tion (Walker, 1987). 

These molecular examples illustrate two essen- 
tial features of the control of DNA change: (a) 
regulation occurs at multiple levels, which means 
that it can operate in a complex, non-linear fashion, 
and (b) specific mechanisms (e.g. RecA proteoly- 
sis, methylation, MAT regulation) integrate differ- 
ent individual DNA reorganization systems into 
multivalent cellular control networks (Gottesman, 
1984), so that these systems do not act independ- 
ently of biological inputs. 

Genetic studies 

In some cases, we know that there is regulation 
from genetic analysis even though the molecular 
components have not yet been identified. Two good 
examples are the 'directed mutation' phenomenon 
in bacteria and hybrid dysgenesis in Drosophila. 

(a) There have been numerous published and 
unpublished reports that prolonged incubation of 
bacteria under selective conditions triggers mut- 
agenic processes ('directed mutation') that allow 
the formation of mutant clones capable of growth 
(Shapiro, 1984; Cairns et al., 1988; Hall, 1988). 
The results from various systems are quite consis- 
tent in showing that the frequencies of mutational 
events (base substitutions, frameshifts, excisions, 
fusions) increase by orders of magnitude under se- 
lection or related kinds of stress (Mittler & Lenski, 
1990). However, little information is yet available 
on signal transduction pathways operating between 
the specific stresses induced by selection and acti- 
vation of DNA reorganization activities (Shapiro & 
Leach, 1990). 

(b) In hybrid dysgenesis, transposable elements 
become active at high levels in hybrids formed by 
mating a male from a population harboring active 
elements with a female from a population free of 
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active elements. In some cases, more than one 
transposition event will occur in the germ-line cells 
of dysgenic individuals (Bregliano & Kidwell, 
1983; Engels, 1989). This phenomenon has been 
observed for elements thought to be active at the 
DNA level (P factors, Hobo), and for the LINE 
class of retrotransposons (Finnegan, 1989; see also 
paper by Di Franco, Galappi and Junakovic, this 
volume). 

Developmental studies 

Chromosome changes during development have 
been known for over a century from light micros- 
copy (Boveri, 1887). Since many of these changes 
involve the loss of whole chromosomes or chromo- 
some fragments, they affect the underlying struc- 
ture of the genome. The conclusions from micro- 
scopic observations have been confirmed in many 
cases by molecular studies. The changes are quite 
precise and reproducible, which means that they 
involve recognition of specific signals in the DNA, 
and the timings of the changes are also precise and 
reproducible, which means that there is regulation 
of the relevant biochemical activities. Three exam- 
ples will illustrate these points. 

(a) In many invertebrates, embryonic develop- 
ment is accompanied by a process called 'chroma- 
tin diminution' in which chromosomes or chromo- 
some regions are deleted. One of the best docu- 
mented examples involves Copepods in a group of 
three sibling species of Cyclops (Beerman, 1977; 
Beerman & Meyer, 1980). The three species are 
morphologically indistinguishable but can be dis- 
criminated cytologically. Each species contains 
large amounts of heterochromatin that is excised 
from the chromosomes of somatic cells (but not 
from pre-germ cells) during early development. 
The species differ in the locations of this hetero- 
chromatin and in the timing of excision. Two spe- 
cies (C. divulsus, C. furcifer) have large hetero- 
chromatin blocks at the ends of their chromosomes, 
while the other (C. strenuus) has smaller blocks 
interspersed at multiple locations along the chro- 
mosomes. In C. divulsus, excision occurs at divi- 
sions 5 and 6; in C.furcifer at divisions 6 and 7; and 
in C. strenuus, circular heterochromatin blocks are 
excised at divisions 4 and 5. Thus, at least one 
aspect of genomic differentiation during species 
formation in the Cyclops group affected both the 

location of repetitive DNA in chromosomes and the 
control over its developmental removal from so- 
matic nuclei. 

(b) Cells of ciliated protozoa have two kinds of 
nuclei (Gall, 1986). A germ line micronucleus con- 
tains the entire genome organized into typical 
eukaryotic chromosomes. The micronucleus is 
transcriptionally inactive but undergoes mitosis 
during vegetative growth and meiosis during game- 
togenesis. A somatic macronucleus contains the 
protein-coding regions of the genome organized 
into a very large number of highly polyploid, small 
minichromosomes which are capped by telomeres 
but contain no known centromeric apparatus. The 
macronucleus is transcriptionally active and deter- 
mines the cellular phenotype. Many aspects of 
miniichromosome replication and segregation dur- 
ing cell division are not understood. During conju- 
gation, the old macronucleus degenerates and a new 
macronucleus is formed from the zygote micronu- 
cleus following exchange of gametes and fertiliza- 
tion. This process involves endoreplication and 
polytenization of micronuclear chromosomes, mas- 
sive excisions of non-coding DNA, rearrangements 
of coding information, and addition of new telom- 
eres at the ends of the minichromosomes (Yao, 
1989). We will return to this case later when we 
consider the potential for rapid large-scale genomic 
change. 

(c) In order to achieve the synthesis of immuno- 
globulins capable of recognizing a virtually infinite 
range of antigens with high specificity, the mam- 
malian immune system employs a cascade of DNA 
changes which occur only in the appropriate cells at 
the appropriate times in lymphoid development 
(Blackwell & Alt, 1989). One of the most important 
characteristics of the immunoglobulin rearrange- 
ments is that several different DNA reorganization 
systems are integrated functionally and develop- 
mentally into a single system: 

(i) V (variable), J (joining) and D (diversity) 
regions from the germline chromosomes are con- 
nected in pre-B cells to form intact expression units 
for the light and heavy chains of the immunoglob- 
ulin molecule. These connections share a common 
mechanism that recognizes specific pairs of recom- 
bination signals built up of heptamer and nonamer 
repeats with defined spacings. The actual recombi- 
nation events occur near these signals but are flexi- 
ble as to the exact internucleotide positions where 



strand cleavages and rejoinings occur, so that one 
pair of V and J regions, for example, can join at 
various base-pairs to generate a range of different 
coding sequences. Since the recombination sites 
occur at the amino-terminal antigen-binding do- 
mains of the immunoglobulin chains, this recombi- 
national flexibility greatly enhances the possible 
repertoire of antibody specificities. 

(ii) Following V-D-J recombination to assemble 
recombinant heavy chain coding units, novel oli- 
gonucleotide sequences (N regions) are frequently 
found on either side of the germline-derived D se- 
quence. These short N region sequences have no 
germline equivalents and are thought to arise dur- 
ing the recombination process by untemplated 
DNA synthesis involving terminal transferase ac- 
tivity (Gough, 1983). If correct, this could be con- 
sidered a cellular equivalent to the use of synthetic 
oligonucleotides in laboratory genetic engineering. 

(iii)During the maturation of the humoral im- 
mune response, a different type of recombinational 
event occurs in one of the introns to exchange one 
series of exons encoding the heavy chain carboxy- 
terminal domains for another. Since the carboxy- 
terminal domains determine antibody class type (Ix, 
a, ~/) but not antigen specificity, this recombination 
event is called class switching, and it employs a 
very different kind of recognition signal from V-D- 
J joining. It is significant, however, that the class 
switch signals are also composed of repeated DNA 
sequence elements. 

(iv) Also during the maturation of the humoral 
response, the affinity of a particular antibody mole- 
cule for its cognate antigen tends to increase with 
the accumulation of base substitutions in the region 
encoding the antigen-binding site ('somatic hyper- 
mutation'). This process is remarkable because it 
only takes place in mature antibody-producing B 
cells and because the base substitutions only occur 
within a limited region of the immunoglobulin cod- 
ing sequence. The mechanism of somatic hypermu- 
tation is unknown; it may involve a directed kind of 
gene conversion similar to mating-type switching 
in yeast (Klar, 1989) and surface protein variation 
in Neisseria gonnorrhoeae (Meyer, 1987; Swanson 
& Koomey, 1989). 

These three developmental examples illustrate 
how sophisticated the ability of cells to control the 
timing of particular DNA rearrangements can be. 
Although it may be objected that development and 
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evolution are quite different processes, the point is 
that evolutionary thinking will have to based on 
what we know cells can do. Thus, if we see exam- 
ples of highly sophisticated regulation of DNA 
changes during development, it cannot be realistic 
to base evolutionary theories on the concept that 
such regulation is not possible. 

Retooling for a new model: the capacity for 
genome-wide changes 

One of the major issues in evolutionary theory is 
the question of the relative importance of accumu- 
lated micromutations versus systemic macromuta- 
tions. The conventional wisdom is that mutational 
events are sporadic, undirected and independent, 
and a tacit assumption is generally made that each 
new mutation arises in a single individual or single 
gamete. Nonetheless, a closer consideration of the 
P-M system of hybrid dysgenesis in Drosophila 
and of macronuclear development in ciliates will 
show that multiple mutations can occur in clusters 
of gametes and that thousands of coordinated 
genome-wide changes can occur in a single cell 
generation. 

When a Drosophila fly develops from a hybrid 
dysgenic egg, the P factors in the paternal chromo- 
somes become active during mitotic development 
of the germ line (Bregliano & Kidwell, 1983). Mul- 
tiple transposition and chromosome rearrangement 
events frequently occur within a single mitotic cell 
division. The result of this activity is a cell that 
carries a number of genetic changes in its genome. 
Since this cell can undergo one or more mitotic 
divisions before meiosis, its haploid progeny will 
constitute a cluster of gametes which may share a 
constellation of different mutations and chromo- 
some rearrangements. In a single mating, these 
gametes can give rise to several progeny which 
likewise share these multiple genetic changes and, 
consequently, form an interbreeding founder popu- 
lation with a new genomic structure. Multiple prog- 
eny carrying such pre-meiotic mutational events 
have repeatedly been reported. Therefore, pre-mei- 
otic events can give rise to groups of individuals 
capable of propagating large-scale genetic changes 
which would be lost if they appeared in a single 
individual of a population. In plants, of course, the 
germ-line develops from somatic tissues in which 
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mutations can occur long before meiosis, and cer- 
tain kinds of stresses are known to be capable of 
activating systems that induce rapid genome re- 
organization in plant cells (McClintock, 1978; 
Peschke et al., 1987). 

The case of macronuclear development in cili- 
ates is especially illuminating because it demon- 
strates how distinct DNA rearrangement activities 
acting at many locations can reorganize the entire 
genome within a single cell division. The steps of 
DNA reorganization in macronuclear development 
are known to include the following (Gall, 1986; 
Yao, 1989): 

• endoreplication and polytenization of the chro- 
mosomes in one of two sister micronuclei; 

• enclosure of discrete polytene chromosome do- 
mains within vesicles; 

• fragmentation of the polytene chromosomes at 
precise locations, some of these at the termini of 
transposable elements; 

• rejoining of subgenic fragments to reconstitute 
intact coding traits (Greslin et aL, 1989); 

• addition of telomeres to the ends of each frag- 
ment by telomerase, a specialized reverse tran- 
scriptase (Blackburn, 1991). 

What is remarkable about macronuclear develop- 
ment is that so many different events can take place 
reliably at thousands of distinct sites within the 
genome. Some system must be operating in the 
ciliates to keep the different DNA fragments or- 
dered so that they rejoin appropriately. Given this 
example, the possibility of rapid, massive fragmen- 
tation and rearrangement of the genome can no 
longer be dismissed as fanciful. Thus, it is possible 
to envisage similar kinds of genome-wide changes 
to explain the origin of taxonomic differences in the 
distribution of dispersed sequence repeats, such as 
the Cyclops strenuus heterochromatin or SINE and 
LINE elements in various mammalian groups 
(Deininger, 1989; Hutchinson et al., 1989). The 
same kind of process could also be invoked to 
account for the creation of coordinated multi-gene 
systems by insertion of copies of a specific tran- 
scription signal in the 5' regulatory regions of a 
number of genetic loci. 

An evolutionary case history: bacterial resis- 
tance to antibiotic chemotherapy 

Since World War II, a major evolutionary event has 
taken place - the emergence of multiply drug resis- 
tant bacteria in response to widespread antibiotic 
use for chemotherapy and prophylaxis. Since the 
molecular details of this process have been exten- 
sively characterized, we have a unique opportunity 
to examine how well the facts fit with different 
theoretical perspectives. 

The first major discovery about the bacterial re- 
sponse to antibiotic challenge was the report of 
transmissible resistance factors in the late '50s 
(Watanabe, 1963). This was a great surprise at the 
time; the virtually universal expectation was that 
resistant bacteria would arise in nature as they were 
observed to do in the laboratory, by chromosomal 
mutations modifying antibiotic uptake or altering 
the targets of antibiotic action. Instead, a whole 
new class of genetic elements was revealed and 
found to be linked to infectious agents: plasmids 
and bacteriophages. Resistance determinants did 
not arise (as predicted) by gradual modifications of 
pre-existing cellular machinery but appeared as 
complete systems that could spread rapidly be- 
tween distinct clones and species. 

Work on the physiology of resistance has re- 
vealed a variety of sophisticated biochemical 
mechanisms for dealing with antibiotics (Foster, 
1983): 

• inactivation by hydrolysis, acetylation, ade- 
nylylation, and phosphorylation; 

• removal from the cytoplasm by efflux pumps 
and volatilization; 

• covalent modification of target molecules to ren- 
der them drug-insensitive without altering their 
activities; 

• substitution of drug-insensitive enzymes for 
their normal (sensitive) analogues. 

How these different resistance determinants origi- 
nally arose is itself an intriguing evolutionary ques- 
tion. For the present discussion, however, what is 
important is the observation that evolving bacterial 
cells incorporated DNA sequences encoding novel 
biochemical systems; they did not use the slower 
and less efficient process of accumulating muta- 
tions altering basic cellular functions. 



Studies of how resistance determinants spread 
have provided much of the information we now 
possess about two major agents of in vivo prokar- 
yotic genetic engineering: plasmids and transpos- 
ons. These elements are themselves complex mosa- 
ics employing multiple biochemical activities for 
appropriate DNA processing. Plasmids encode in- 
tricate systems for their maintenance in clonal pop- 
ulations. These systems include determinants for 
replication initiation, copy number control, parti- 
tioning, and (in some cases) control of cell division 
so that all daughter bacteria in a population contain 
one or more copies of the plasmid (Helinski et al., 
1985). In addition, virtually all plasmids also en- 
code systems ensuring their transfer to plasmid-free 
cells (Willets & Wilkins, 1984). For the so-called 
conjugative or self-transmissible plasmids, these 
systems are complete and the presence of the plas- 
mid is sufficient for its own transfer. Typically, 
conjugative plasmids encode surface structures 
needed to attach to recipient cells, enzymes for 
initiating DNA replication to mobilize DNA into 
the recipient cell, and various regulatory activities 
to control the mating cycle. Non-conjugative plas- 
mids do not encode a complete transfer system, but 
they do have sequences for the proteins and DNA 
signals needed to parasitize the transfer apparatus 
of one or more self-transmissible plasmids. In es- 
sence, resistance plasmids are very sophisticated 
biochemical machines for maintaining and spread- 
ing genetic determinants in bacterial populations. 

One of the major ways that antibiotic resistance 
determinants came to be associated with plasmids 
was through the activities of transposable elements. 
The argument has already been made that these 
elements are basically tools for genetic engineering 
(Shapiro et al., 1977; Shapiro, 1977). Not only can 
transposable elements move themselves from one 
genomic location to another, often between sepa- 
rate DNA molecules; they can also join two unre- 
lated DNA molecules. There is little doubt that 
transposable elements have played a major role in 
the proliferation of antibiotic resistance in nature: 
identical drug resistance transposons have repeat- 
edly been identified in different plasmids and dif- 
ferent species as a particular resistance mechanism 
has spread around the world (Heffron, 1983). Like 
plasmids, transposable elements are complex sys- 
tems, generally encoding several biochemical ac- 
tivities and regulatory ftmctions. In some cases (the 
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so-called composite transposons like Tn5 and 
Tnl0), the mechanism for incorporation of resis- 
tance determinants into the transposable unit ap- 
pears to depend upon the basic transposase function 
of the terminal IS elements. Interestingly, other 
transposons with a different basic structure (e.g. 
members of the Tn21 family) appear to utilize a 
separate non-homologous recombination mecha- 
nism (TnpI) to incorporate DNA segments encod- 
ing individual resistance mechanisms at a specific 
site within the transposon (Mercier et al., 1990). 
Thus, transposons illustrate evolutionary change by 
genetic engineering at two levels: first, in their abil- 
ity to distribute resistance markers to different mol- 
ecules, and secondly, in their own internal evolu- 
tion. 

Conclusions: Thinking about evolution in a 
more sophisticated way 

Molecular genetic results have tremendously ex- 
panded our understanding of what living cells can 
do with their genomes. The examples described 
above illustrate some of the many ways that differ- 
ent biochemical systems serve to restructure DNA 
molecules in organisms as diverse as bacteria and 
mammals. These DNA reorganization systems are 
subject to cellular regulation, and some of them 
serve specific adaptative functions in organismal 
life cycles. It is easier to understand how genetic 
change can be regulated and used to meet adaptive 
needs if we think of it as a biochemical process 
rather than as a blind consequence of physico- 
chemical damage. Such damage does occur, of 
course, but it is anticipated, and the contribution of 
purely chemical events to genetic change is kept at 
a very low level by elaborate repair systems. The 
Appendix gives a brief summary of how bacterial 
cells deal with accidental genetic changes. Bio- 
chemical systems for proofreading and repair con- 
stitute an integral part of natural genetic engineer- 
ing systems; our knowledge of how efficiently they 
operate is central to understanding the sources of 
genetic variation in evolution. 

As we have seen, the facts established by molec- 
ular genetic studies contradict many of the standard 
exclusionary arguments used in support of conven- 
tional evolutionary theories. Through cellular regu- 
latory systems, genetic change can be linked to 
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adaptive challenges and can be induced to occur at 
very high frequency under particular circum- 
stances. The integrated operation of DNA reorgani- 
zation activities can rapidly bring about widespread 
change throughout the genome. Interbreeding pop- 
ulations of individuals sharing major genomic 
changes can arise by a well-known series of events. 
In certain well-documented cases, DNA reorgani- 
zations can occur throughout the genome, and the 
mitotic development of mutant pre-gametic cells 
can lead to the formation of small populations with 
extensively restructured genomes. The examination 
of bacterial antibiotic resistance as a real-world 
case-study of evolutionary change supports the 
contention that natural genetic engineering systems 
play a key role in nature. Thus, the thinking of 
evolutionary theorists about conceivable mecha- 
nisms of genetic variation should be freed from 
restrictions imposed when knowledge of genetic 
mechanisms and DNA biochemistry was still rudi- 
mentary. 

There are major limits to our knowledge of the 
informational connections between cellular and or- 
ganismal sensory inputs and the biochemical mech- 
anisms of cellular genetic engineering. Nonethe- 
less, we already have sufficient evidence to know 
that such connections exist, and it is hard to imag- 
ine that they have not played a significant role in 
episodes of genome reorganization during evolu- 
tion. If it is true that genetic engineering has played 
an important role in genome evolution, then we will 
need to understand how genome integrity is main- 
tained during episodes of massive reorganization 
and how biologically appropriate structures result. 
These questions may seem strange now. However, 
the recent history of molecular genetics has con- 
tained many surprises, such as alternative splicing 
of transcripts from a single locus (Smith et al., 
1989) and retroposons (Rogers, 1985; Weiner et 
al., 1986; Boeke & Corces, 1989; Brosius, 1991). 
Thus, we can confidently look forward to addi- 
tional astonishing lessons about the integration of 
genomic change into basic life processes. 

Appendix 

Quality control: preventing accidental genetic 
change by proofreading and repair systems 
Before we learned about biochemical systems for 
DNA reorganization, physical damage from radia- 

tion, chemical damage from alkylating agents and 
other reactive substances, spontaneous chemical 
changes, and inevitable errors in the fidelity of rep- 
lication were thought to be the main agents of ge- 
netic change. It is very important to recognize that 
living cells resemble man-made systems for infor- 
mation processing and communication in their use 
of mechanisms for error detection and correction. 
These mechanisms minimize the degradation of in- 
formation through accidents which are inevitable in 
all complex systems. Cells illustrate the application 
of this principle with multiple genomic proofread- 
ing and repair systems that anticipate a wide range 
of accidental genetic changes, including replication 
errors, chemical changes and radiation damage. Be- 
cause it has been so extensively investigated, E. 
coli is our best example (Kushner, 1987), and some 
of the known repair systems are listed: 

Proofreading replication errors. The first proof- 
reading level comprises an editing 3'-5' exonu- 
clease activity. In DNA polymerase III, the major 
replicative enzyme, this activity is provided by a 
distinct subunit encoded by the dnaQ cistron, also 
known as mutD. Mutants defective in dnaQ exhibit 
a very strong mutator phenotype, displaying muta- 
tion frequencies up to four orders of magnitude 
higher than wild-type. 

Methyl-directed mismatch repair. A second pos- 
treplicational proofreading level involves the 
methyl-directed mismatch repair system (Modrich, 
1987). This system includes a protein that can rec- 
ognize mismatched DNA sequences. If a mismatch 
is present in newly replicated DNA, distinguished 
by hemimethylated GATC sequences, the protein 
bound to the mismatch stimulates another protein 
to cleave the unmethylated (i.e. newly synthesized) 
strand. Excision of the cleaved strand past the mis- 
match allows a polymerase to replace the mis- 
matched region with a faithful copy of the parental 
information. 

Spontaneous chemical change. Cytosine sponta- 
neously deaminates to uracil, which base-pairs in 
the same way as thymine. If this were to occur and 
the uracil persisted during replication, one daughter 
duplex would contain a GC ~ AU base-pair substi- 
tution. E. coli prevents such mutations from occur- 
ring by the presence of an enzyme, uracil-N-glyco- 
sidase (Ung), which specifically excises uracil from 
DNA. The empty site then triggers a nearby cleav- 
age, and excision patch repair follows in the same 



way as described for mismatches in newly repli- 
cated DNA. Some cytosines in E. coli are methyl- 
ated, and these methylcytosines deaminate to thy- 
mine, which is not recognized by Ung. However, 
there is another system, called the very short patch 
(VSP) repair system, which removes the products 
of methylcytosine deamination (Marinus, 1989). 

Alkylation. Alkylation damage at a low level can 
be removed by a constitutive methyl-transferase 
activity, but there is also an inducible system to 
remove higher levels of damage that might occur 
when the bacterium comes into an environment rich 
in akylating agents. 

Radiation damage. Research has defined a com- 
plex set of cellular responses to UV radiation dam- 
age known as the SOS response (Walker, 1989). 
Three aspects of SOS are especially interesting 
from a theoretical point of view. (1) SOS is an 
inducible system. The major regulatory protein is 
RecA, which serves as a sensory function to moni- 
tor the genome; it is activated to derepress the SOS 
system when replication is inhibited or by-products 
of DNA damage accumulate. Thus, SOS action is 
purposeful and anticipatory, because the system re- 
sponds to appropriate signals and is not active when 
it is not needed. (2) The SOS system is multivalent 
and includes a variety of integrated biochemical 
activities which not only correct DNA damage but 
also affect cell physiology and division in such a 
way that daughter cells are not produced until the 
genome has been repaired. (3) UV mutagenesis 
occurs as a result of the SOS response, not as an 
inevitable consequence of photochemical damage 
to DNA. We know this because mutant strains defi- 
cient in either RecA or UmuCD (the SOS mutator 
function) show no increase in mutant frequencies 
among survivors following UV irradiation. It is 
interesting to note that the mutagenic response in 
the Ames test for genotoxic chemicals also depends 
upon SOS activation (McCann et al., 1975). This 
means that many examples of induced mutation 
are, like most spontaneous mutations, the results of 
cellular DNA biochemistry. 
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